Methodology

evaluate negative affect such as depression, Bslpss, exhaustion
stress and suicide. A number of items investigiidents’ social
wellbeing such as ease to recruit support from lfammd friends;
friendships, and satisfaction with personal retatlops.

The fourth and final section includes a numbertes that
assess students’ life at university regarding tlsaitisfaction as
university students; their motivation and partitipa in lectures and
extra curricular activities; and their involvememtdecision making.
Other items examine the assistance and suppaostubtients get from
academic and non academic staff as well as froind¢bkeagues. A
number of questions in this section investigatelelel of academic
stress amongst students, the major sources ofstard the coping
strategies used. The remaining items were aboestgpharassment
and discrimination experienced by students. Thal fiopualitative
guestion asked participants to provide suggestiomshow the
university may help to enhance various aspectsheif tphysical,
social and emotional health, such as the promotibnhealth
practices, a healthier physical environment, pn&oe of stress and
stress management, healthy relationships and sagpglort, safety,
and equal opportunities amongst others.

2.2 Sampling

A random sample of approximately 500 students was
selected to participate in this study. This sampleich comprised
more than 7% of the university population in the0O2009
academic year, was stratified mainly by faculty. Il Aelected
students were undergraduates attending variousltfacourses,
excluding those attending Institute or Centre-oiggthcourses. The
sample was clustered into four faculty groups aadhecluster
comprises faculties of a similar discipline origithe Science cluster
includes students studying for a Bachelor of SaerRharmacy,
Dentistry and Medicine. The Humanities clusterudes students
reading for a Bachelor of Arts, Theology and Euspstudies. The
Social Science cluster comprises students studging Bachelor of
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Communications, Accountancy, Commerce, Educatieycifology

and Law. The Civil Science cluster includes stisleaading for a
Bachelor of Engineering and Architecture. To engbat the sample
of students was representative, the faculty clasterre sampled in
proportion to their size in the university popubati(Table 2.2).

Table 2.2: Number of students categorized by faculty cluster

Faculty cluster Population size Sample size
Sciences 1269 (19.9%) 101(20.4%)
Social Sciences 3212 (50.6%) 247(50.0%)
Humanities 1168 (18.4%) 95(19.3%)
Civil Sciences 705 (11.1%) 51(10.3%)

Tables 2.3 and 2.4 show the number of male andlé&ma
respondents categorized by faculty cluster. Contp&wethe actual
proportion of females in each faculty cluster, aenple proportion
of females turned out to be higher in the Humasiaad Science
clusters, while the sample proportion of maleshia Civil Science
cluster was higher than the corresponding populatiooportion.
However, for both gender groups, the differencewbenh the
population and sample proportions was not founlgktsignificant at
the 0.05 level of significance.

Table 2.3: Number of female students categorized by faculty cluster

Female students

Faculty cluster Sample Population

Sciences 63 (18.5%) 597 (16.4%)
Social Sciences 189 (55.6%) 2075 (57.0%)
Humanities 77 (22.6%) 755 (20.7%)
Civil Sciences 11 (3.2%) 213 (5.9%)

Total 340 3640

x?=5.281,v= 3p= 0.15
The 494 university students were selected evemy fthe

various course years. The vast majority of thelestits were 25 and
under, with only 4.3% older than 25 years (Figudg.2
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Table 2.4: Number of male students categorized by faculty cluster

Faculty cluster

Male students

Sample

Population

Sciences 38 (24.7%) 672 (24.8%)
Social Sciences 58 (37.7%) 1137 (41.9%)
Humanities 18 (11.7%) 413 (15.2%)

Civil Sciences

40 (26.0%)

492 (18.1%)

Total

154

2714

Xx?=6.671,v= 3,p= 0.08

Student Age

E820 years or less
[121-25 years
Emore than 25 years

Figure 2.1: Percentage of studentsby age

46% of the selected student were single, about @&Ye
dating and the remaining 23% were in a long tertatignship,

including married persons (Figure 2.2).

Relationship Status
ELong term relationship
B Dating
[Asingle

Figure 2.2: Percentage of students by relationship status
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Low SES
Medium SES
High SES

Figure 2.3: Percentage of students by socio economic status

34.8% of the students in the sample came from la $igio
economic status (SES). 36.5% came from a mediugh&®id 28.7%
from a low SES (Figure 2.3). SES was computedhenbasis of
father's occupation and level of education and mdshlevel of
education.

25%

20%7

15%

Percentage

10%

5%

Inner Harbour Western Morthern
Quter Harbour South Eastemn Gozo

Region

Figure 2.4: Percentage of students by region
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Approximately a quarter of the selected sample céthom
the outer harbour region, followed by Northern oeg{20.5%) and
Western region (17.9%), with Gozo and the Innerbidar having
the least number of university students (Figure.2.4

2.3 Data Analysis

Statistical inference is intended to make genextbns
about the university population based on infornmatdicited from
the randomly selected sample. This is carried mitiwd ways; either
by conducting hypothesis tests or by computingd®® confidence
intervals for population parameters. The Chi-Squmst and the
One-way ANOVA test are used to make inferencesutiinaests of
hypothesis; for both tests a 0.05 level of sigaifice is employed.

The Chi-Square test is used to determine whethereth
exists a significant association between two categlovariables in a
two-way contingency table. The null hypothesis #pscthat there
iS no association between the two variables anbdbsilaccepted if
the P-value exceeds the 0.05 level of significafités test is used
extensively to determine whether the associatiatsvden health-
related variables and demographic variables arefsignt.

The One-way ANOVA test is used to compare the mean
values of a quantitative dependent variable adiosscategories of
an independent (explanatory) variable. The indepenhdariables
include two course related variable and two denplycavariables,
namely faculty and course year and gender andige#tip status
respectively The null hypothesis specifies that the actual mean
values of the quantitative dependent variable augaleacross the
different levels of an independent variable. Usm@.05 level of
significance, the null hypothesis will be accepiédhe P-value
exceeds the 0.05 criterion.
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